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ABSTRACT
An interactive method for segmentation and isosurface ex-
traction of medical volume data is proposed. In conventional
methods, users decompose a volume into multiple regions
iteratively, segment each region using a threshold, and then
manually clean the segmentation result by removing clutter
in each region. However, this is tedious and requires many
mouse operations from different camera views. We propose an
alternative approach whereby the user simply applies painting
operations to the volume using tools commonly seen in paint-
ing systems, such as flood fill and brushes. This significantly
reduces the number of mouse and camera control operations.
Our technical contribution is in the introduction of the thresh-
old field, which assigns spatially-varying threshold values to
individual voxels. This generalizes discrete decomposition
of a volume into regions and segmentation using a constant
threshold in each region, thereby offering a much more flex-
ible and efficient workflow. This paper describes the details
of the user interaction and its implementation. Furthermore,
the results of a user study are discussed. The results indicate
that the proposed method can be a few times faster than a
conventional method.
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INTRODUCTION
Volume segmentation is the process of extracting meaningful
regions, such as organs, from 3D volumetric data obtained
using scanning devices (e.g., CT and MRI). This is a neces-
sary and important step for medical professionals as it allows
informed decision-making by enabling them to see the 3D
geometry of the targets. Many sophisticated algorithms for au-
tomatic and semi-automatic segmentation have been proposed;
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however, it is still difficult for these algorithms to work per-
fectly and professionals heavily rely on manual segmentation
such as outlining and thresholding ([26, 33, 31]). Users are of-
ten required to draw outlines or paint target regions manually
on each 2D slice (e.g. [5]).

This paper addresses the problem of volume segmentation
mainly for blood vessels inside brain, and basic manual thresh-
olding is still the most popular method for segmentation in
this domain 1. In thresholding techniques, the user specifies
a threshold, and the system then extracts voxels with higher
(or lower) values than the threshold. This process is inherently
interactive because an appropriate threshold is not known be-
forehand. The user tests various threshold values iteratively,
observes the result, and then adjusts the threshold until a sat-
isfactory result is obtained. When the user needs to apply
different thresholds to different regions, the volume is parti-
tioned into multiple regions using bounding boxes or lassos.
This process is a notoriously tedious and time-consuming task
that requires expert knowledge, concentration, and cannot be
easily automated. A doctor interviewed during the study re-
ported that he often spends several hours on such segmentation
tasks.

Figure 1 shows a typical workflow in a conventional method
[19]. With a high threshold, only a fraction of the target or-
gan, typically a large organ, is visible (Figure 1a). Thus, the
user lowers the threshold to view smaller organs; however,
irrelevant elements (noise) also become visible and clutter the
view (Figure 1b). To observe both the large and small organs
appropriately, the user must apply different threshold values
to respective regions. The user selects a region containing the
small organs using a bounding box tool (Figure 1c) and further
removes clutter using lassoing tools (Figure 1d). Finally, the
user obtains the final result by combing the surface model
obtained by the high threshold and that obtained with the low
threshold (Figure 1e). This process might appear straightfor-
ward in 2D; however, it actually involves many operations
because the data is 3D. Thus, the user must perform these op-
erations from multiple view directions by switching between
camera control and tool operations.

To address this problem, we propose an alternative interaction
workflow wherein the user paints isosurfaces iteratively using
tools commonly seen in 2D painting systems, such as flood
fill and brushes. Figure 2 shows an example of the proposed
workflow. The user begins with a high global threshold (Figure

1We confirmed this through personal communications with profes-
sional neurosurgeons in more than 20 medical institutes.



a) High threshold c) Bounding box d) Lassosb) Low threshold e) Final result (a+d)

Figure 1. Conventional volume segmentation workflow (bounding box
and lassos require operations from multiple camera views)

2a) and applies a flood fill to paint the visible isosurface with
a single click (Figure 2b). The painted region will be locked
as a part of the segmentation result and will not be affected by
the subsequent changes in the global threshold. The user then
switches to a brush tool and traces the gradually emerging ves-
sel to paint it with a lower local threshold using a single drag
operation2 (Figure 2c). The user repeats these operations until
the final result is obtained (Figure 2d). This workflow is much
more efficient than the current workflow because it requires
significantly fewer mouse and camera control operations.

a) High threshold c) Brushb) Flood fill d) Brush e) Threshold field

Figure 2. Volume segmentation by threshold field painting (this can be
performed in a single camera view)

Internally, the final result is given as a segmented volume
obtained with spatially-varying threshold values within the
domain (Figure 2e). We call the threshold values assigned to
individual voxels a threshold field. This is a generalization of
discrete volume decomposition into regions and segmentation
using a constant threshold in each region. The user’s task is
to paint this volumetric threshold field using various paint-
ing tools. Figure 3 shows a cross sectional view explaining
how varying threshold values produces appropriate isosurfaces.
Spatially-varying threshold values (also called as local thresh-
olding) have been used in automatic segmentation ([17, 3]),
but they did not directly expose them to the user nor allowed
them to manually edit it. Manual editing of 3D threshold field
is a non-trivial task and the introduction of painting interface
for efficient editing of such a field is a novel contribution of
our work.

The target application of the current work is diagnosis and sur-
gical planning for aneurysms. Surgical treatment of aneurysms
is particularly difficult because neurosurgeons must care-
fully avoid many highly sensitive regions surrounding the
target aneurysm inside the brain. Thus, to facilitate informed
decision-making during surgical planning, the patient’s brain
is scanned, and the scanned volumetric data is segmented to
2We assume that the user has identified the approximate location
of the vessel beforehand by inspecting the volume data by applying
various global threshold values.

Threshold

Intensity
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Figure 3. Cross-sectional view. Top: high threshold only captures the
large vessels. Middle: low threshold captures noise. Bottom: various
thresholds capture both large and small vessels while suppressing noise.

visualize complicated blood vessel structures. Although the
current painting interface is primarily designed to extract blood
vessels, volumetric segmentation is a fundamental problem
with many applications such as diagnosis, surgical planning,
and explanations to patients in various medical domains. We
believe the proposed workflow can be useful in other domains.

The contributions of this work are summarized as follows.

• We present an interactive workflow for volume segmenta-
tion wherein the user paints isosurfaces interactively using
a painting interface.
• We introduce the concept of a threshold field, i.e., a col-

lection of different threshold values assigned to individual
voxels, as an underlying data representation that enables
such interaction.
• We implement an interactive volume segmentation system

based on the threshold field and report the results of the
evaluation. We demonstrate that the proposed method can
be more efficient than a conventional method.

PREVIOUS WORK
Volume segmentation is a fundamental problem, and many au-
tomatic methods have been developed previously [28]. There
are also segmentation techniques specifically designed for
tubular structures, such as blood vessels [7, 20]. However, it
remains difficult to obtain desirable results using automatic
methods alone; thus, various semi-automatic methods have
been proposed. A popular approach is to have the user provide
simple hints as input, and the system applies optimization
using the user input as constraints. For example, Boykov and
Jolly presented a method wherein the user specifies a few point
constraints and the system applies graph cut optimization to
identify segmentation boundaries [4]. Ramírez et al. presented
a grab-cut method for 3D volume segmentation, where the user
specifies a box surrounding the target region and the system
applies a graph cut algorithm to extract target region inside
[30]. Various other algorithms have been proposed to solve
similar constrained optimization problems [25, 15]. Another
example is to have the user draw on the camera view freely
with strokes and infer depth by identifying intrinsic features in
the volume data [27]. These methods are primarily designed
for rotund objects; however, there are semiautomatic methods



specialized for fibers [2, 1] and sheets [16]. Such methods
also take user input in the form of points or freeform strokes
and apply optimization to identify tubular or sheet structures.

One class of semi-automatic methods is region growing (active
contours or level set method) [32, 37, 18], where the system
begins with a seed point or initial contour provided by the user
and gradually grows the contour by considering the content
of the volume data, e.g., growing rapidly when there is no
gradient and stopping growth when there is a large gradient
(edges). However, it is still difficult to use this technique in
practice because the user must place the initial seed at the right
location. In addition, it is necessary to adjust many parameters
to control growth appropriately [38].

The proposed method differs from these automatic and semi-
automatic methods in that we use simple thresholding as a
basis. In the proposed method, the user specifies a thresh-
old explicitly, and the system segments the volume using the
threshold without filtering or optimization. Simple threshold-
ing is popular among practitioners because of its simplicity
(the user only specifies a scalar value), transparency (it is easy
to understand what the system is doing), and predictability
(small changes in user input do not cause sudden changes in the
result), which are often lacking in automatic methods. How-
ever, a problem with simple thresholding is that the user must
partition the volume to apply different thresholds to different
regions, which causes significant operational overhead. Our
goal is to address this problem by introducing sophisticated
interaction techniques and novel data representation.

Volume visualization also has a long history of research and
some of them are closely related to our work. Guo et al. pre-
sented a painting interface for editing transfer functions in
volume rendering [10]. The user can selectively change color
and opacity of certain voxels by drawing strokes on the screen
to obtain desired volume rendering results (raster image). De-
spite superficial similarity in the interaction, our workflow and
toolset are very different from theirs since our goal is the ex-
traction of 3D meshes representing isosurfaces. For example,
operations such as changing local threshold while applying
the brush tool and changing global thresholds while fixing the
thresholds of painted voxels are not seen in their work. Huang
and Ma presented interactive volume visualization based on
region growing. They propose to generate 2D transfer function
for visualization based on partial region growing [12]. Zhou
et al. presented a method to interactively control volume visu-
alization by setting color and opacity to segmentation result
obtained by mean-shift [39]. Fujishiro et al. presented the
concept of interval volume as a generalization of an isosurface
[9]. They proposed to obtain 3D solid representing subvolume
bounded by two threshold values for efficient data exploration.

Our user interface is inspired by interactive segmentation tools
for 2D images. Intelligent scissors snap freeform user strokes
to visually salient image boundaries [24]. Soft scissors apply
segmentation inside of a brush tip continuously as the user
traces a boundary [35]. Paint selection [21] updates segmenta-
tion results progressively as the user specifies the foreground
region with a paint operation. The notable feature of these
methods is that the system presents feedback to the user con-

tinuously as they drag the mouse cursor. Our goal is to achieve
such fluid interaction in 3D volume segmentation.

This work also builds on various interactive techniques devel-
oped for 3D modeling and texture painting. Our brush tool
resembles techniques that generate a freeform mesh around
a user-drawn freeform stroke in empty space [36, 23]. 3D
sculpting tools allow the user to sculpt a 3D model surface by
applying paint operations [29, 34]. Sketch-based modeling
systems allow the user to create 3D models by drawing silhou-
ettes [14]. Texture painting in a 3D view was first presented
by Hanrahan and Haeberli, [11], and various extensions have
been proposed to date [13, 8]. We apply interactive techniques
presented in such systems to paint a threshold field and sculpt
isosurfaces to assist volume segmentation.

USER INTERACTION
Here, we describe the system from the user’s perspective. The
input to the system is volumetric data, i.e., a 3D array of in-
tensity values obtained using a scanning device, such as CT
and MRI. The output is a segmentation result that represents
a region of interest within the domain (blood vessels in the
current target application). The segmentation result is visual-
ized as an isosurface, which is computed using the marching
cubes algorithm [22]. The user’s task is to obtain a meaning-
ful segmentation result by applying painting operations. This
process requires significant expert knowledge and is difficult
to automate. The user must examine the volume data carefully
and construct a segmentation result interactively.

Here, we illustrate the process using a typical workflow. Note
that this particular workflow is presented for illustration pur-
pose only, and the user does not need to follow this workflow
exactly. This process is explorative in nature, and the user
must make various decisions by examining the data interac-
tively. As discussed in the introduction, our target application
is the extraction of vessels from a volumetric scan of a human
brain. Thus, the task is to trace fine vessels surrounded by
clutter.

Figure 4 shows a screenshot of the proposed system. It in-
tentionally mimics a typical paint tool user interface, such as
Windows Paint and Adobe Photoshop, to leverage the painting
metaphor. The left panel shows the tools, e.g., flood fill and
brush. The bottom panel shows the slider for controlling the
global threshold. The top panel shows the camera control.
The center panel shows the segmentation result as a collection
of isosurfaces. We assign various colors to different regions
of the isosurfaces to visualize threshold values used for the
region. If the region is surfaced using a low threshold, we
assign darker colors (meaning the signal was weak). If the
region is surfaced using a high threshold, we assign brighter
colors. In addition, we assign red hues to painted regions and
monochrome colors to the rest.

The user first loads the volume data into the system and exam-
ines the overall structure by observing the data with various
global thresholds. The user changes the global threshold freely
using the slider. If the global threshold is low, the user can
see details; however, such details are often occluded by clut-
ter (Figure 5a). If the global threshold is high, the user can



Figure 4. Screenshot of the proposed system

see dominant structures but details are lost (Figure 5b). Af-
ter grasping the overall structure of the data by viewing the
data with various threshold values, the user sets a high global
threshold such that sufficient structure is visualized while sur-
rounding clutter is hidden. The user then selects the flood
fill tool in the left panel and clicks on the desired segmented
regions on the screen (large vessels in our application). At this
point, the voxels inside of the selected regions are painted (Fig-
ure 5c). The painted region becomes reddish. Painting locks
the region so that the segmented region will not be affected
by the global threshold value controlled by the slider. The
user repeats the above process to segment the entire volume
roughly with various thresholds (Figure 5d, e).

One can complete most of the task using only the flood fill
tool in simple cases; however, minor tweaks are often required
for complicated cases. For example, if the target fine vessel
is surrounded by significant amounts of clutter, the clutter
can prevent the user from clicking a target when the global
threshold is low. The brush tool is useful in such cases. With
the brush tool, the user first hides the clutter by raising the
global threshold and applies the brush tool where the fine ves-
sel begins. Note that the user cannot click on empty space;
therefore, they click on a visible isosurface where the (cur-
rently invisible) fine vessel is connected. The user then lowers
the threshold value inside the brush tip to make the fine vessel
visible (Figure 5f). The user uses the left and right arrow keys
on the keyboard to lower and raise the brush threshold while
pressing the mouse button. After setting the brush threshold
sufficiently low, the user performs a drag operation to trace
the fine vessel (Figure 5g). As the user drags the mouse cursor,
the threshold inside the brush tip is updated, and the vessel
gradually appears. The depth of the brush tip is set to that of an
gradually emerging isosurface under the mouse cursor. Note
that, as the user proceeds, appropriate threshold values may
change. In such cases, the user can adjust the brush threshold
using the left and right arrow keys. The user can also adjust
the size of the brush tip by pressing the up and down arrow
keys. The region painted by the brush is also locked; thus, it
will not be affected by the global threshold later (Figure 5h).

If the user incorrectly paints a region or determines that the
painted area is inappropriate, they can undo paint operations
easily or explicitly erase the painted result using the eraser tool.
The erased region will be unpainted and will be once again af-
fected by the global threshold (Figure 6b). We also provide an
unfill tool, which reverses flood fill operations. The unfill tool
collects painted data points connected to the clicked surface
and converts their state to unpainted (Figure 6c). Another tool
is for smoothing the user-painted threshold field. This tool
applies a simple Laplacian smoothing (diffusion) operation
to the threshold values around the clicked point. This tool is
useful for alleviating discontinuous changes in the threshold
values that appear at brush boundaries (Figure 6e). Finally, the
system provides a mask tool that explicitly excludes certain
regions from segmentation. The user draws a lasso on the
screen, and the data points inside the lasso are masked (i.e.,
excluded from segmentation). This mask tool is not really
necessary for our workflow; however, it is the main tool used
in conventional systems and has been provided because users
are familiar with such tools.

The user repeats the above operations until all necessary re-
gions are painted appropriately (i.e., they have become red-
dish). The user can see the overall appearance of the painted
regions by setting the global threshold sufficiently high such
that all unpainted regions are hidden. The system then exports
the final segmentation result as an isosurface associated with
the painted regions. The output is a standard mesh model that
can be imported into standard systems.

d) e)a) b) c)

Figure 6. Additional tools: a, b) Eraser, c) Unfill, d, e) Smooth.

IMPLEMENTATION
The system stores three volumetric arrays of equal size inter-
nally. The input volume data stores the intensity value of each
data point. This data remains fixed throughout the process.
The threshold field, which can be edited (painted) by the user,
stores a threshold value for each data point. The state field
stores state data (painted or unpainted) for each data point.
Initially, all states are set to unpainted. They are set to painted
when the user applies paint operations, such as flood fill and
brush.

We use the standard marching cubes algorithm for isosurface
extraction. We compute modified volume data by subtracting
the threshold field values from the original intensity values.
Then, we apply the marching cubes algorithm to the modified
volume data (threshold value = 0). This guarantees that the
extracted isosurface is watertight, with the exception of the
volume boundary.

The following subsections describe implementation details.
Here we define several terms used in the descriptions (Figure
7). We refer to volumetric data points as nodes. Each node
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Figure 5. Volume segmentation by threshold field painting

is associated with intensity, threshold, and state values. The
marching cubes algorithm generates mesh faces inside a cell
surrounded by eight adjacent nodes. If we have XYZ nodes,
we have (X-1)(Y-1)(Z-1) cells in total. Each node has six
neighbors.

Cell

= Node
= 6 Neighbors of 

Isosurface

Figure 7. Data representation.

Tool Operations
The flood fill operation works as follows. When the user
clicks on the screen, the system applies a pick (projection)
operation to find a face of the current isosurface under the
mouse cursor. The system then identifies the cell that contains
the face and visits the eight nodes surrounding the cell. If the
node’s intensity value is higher than its threshold value (i.e. the
node is foreground), the system sets its state to painted. The
system recursively visits the six neighbors of the foreground
nodes and sets their states to painted. Propagation stops when
the next node’s intensity is lower than its threshold (i.e., in the
background) or the state is already painted.

Camera

Screen

Cursor

Brush Cetner

Picked

The brush operation works as fol-
lows. As the user drags the mouse
cursor, the system applies a pick
operation to find a foreground cell.
If no cell is picked, the system
does nothing. The system then
places the brush tip at the center of
the picked cell. As an additional

tweak to improve the usability, the
system moves the brush tip slightly in the viewing direction
(0.5×brushradius) from the picked position. This makes the
brush tip cover the vessel under the cursor more efficiently
(see Inset). The system collects the nodes whose distance to
the brush tip is less than the brush radius. The system then
sets the threshold of the collected nodes to the brush threshold.
If the threshold of the node becomes lower than its intensity,
the system sets its state to painted. Otherwise, its state is set
to unpainted.

At the beginning of the brush operation (dragging), the system
sets the brush threshold to the threshold of a foreground node
surrounding the picked cell. If there are multiple foreground
nodes around the cell, the threshold is set to the minimum.
The user can change the brush threshold during dragging using
arrow keys. We also tested an alternative design wherein the
brush threshold was carried over to the next paint operation;
however, this alternative was frustrating because the underly-
ing isosurface suddenly disappears when a brush operation
is initiated if the carried brush threshold is higher than the
intensity value of the picked node. This does not occur if
the brush threshold is selected from the picked node for each
operation.

The user can adjust the slider at the bottom of the screen
to change the global threshold. When the global threshold
is changed, the system visits all unpainted nodes and sets
their threshold to the global threshold. However, this naive
approach is problematic because it changes the appearance
of the painted isosurface (the isosurface inflates and deflates
slightly), as shown in Figure 8 (left). To prevent this, we
also lock the nodes neighboring the painted nodes, as shown
in Figure 8 (right). Thus, we can prevent changes in the
appearance of the isosurface when the global threshold is



changed. In other words, the painted isosurface is protected
(coated) by a thin layer of locked nodes that are unaffected by
the slider operation.

Isosurface

Threshold Intensity

Painted

Unpainted

Painted

Unpainted

Coat

Figure 8. Coated region. Without coating, the isosurface fluctuates as
the user changes the global threshold (left). Therefore, the system also
fixes the threshold of a coated node neighboring the painted nodes to
stabilize the isosurface (right).

The smoothing tool works in a way similar to the brush tool,
except that the smoothing tool sets the threshold of a node
inside the brush tip to the average of its neighboring nodes.
More specifically, the tool sets the threshold of a painted node
to the average of its neighboring painted nodes. Unpainted
nodes are excluded in the smoothing operation even if they are
inside the brush tip. After updating the thresholds, the system
sets the state of a node to painted if its intensity is higher
than its smoothed threshold, and sets its state to unpainted
otherwise.

Ghost Isosurface
A problem with our painting interface is that the system can
create a false-positive isosurface (ghost isosurface) at the
boundary of a painted area even if there is no correspond-
ing gradient in the intensity values. For example, consider
the situation shown in Figure 9, where there is a background
field with intensity values of 100. If there are high intensity
regions inside the background with intensity values of 200,
then it is appropriate to paint the area surrounding the region
with a threshold value of 150 to visualize the high intensity
region. However, if the user paints the area with a threshold
value of 50, then a visible ghost isosurface will appear at the
boundary of the painted region. This occurs when a sudden
change in threshold values occurs where there is no gradient
in the intensity values.

200

150

100

50

Threshold

Intensity
Correct
Isosurface

Ghost
Isosurface

Figure 9. Ghost isosurface. A properly designed threshold field appro-
priately captures the high intensity region (left). However, a poorly de-
signed threshold field can produce a false-positive isosurface where there
is no high intensity region (right).

We address this problem by automatically detecting such ghost
isosurfaces and assigning a special color (green) to the surface
to warn the user. For each cell, we compare the gradient de-
scent direction of the intensity values and the normal direction
of the isosurface. If these two directions are not aligned (facing

opposite directions), then the isosurface does not correctly rep-
resent the intrinsic structure of the original data. Therefore, the
system identifies the faces inside the cell as a ghost isosurface
and colors them green. We currently use the gradient descent
direction of the modified volume (intensity minus threshold)
as the isosurface normal to simplify the implementation.

Figure 10 shows example cases. In Figure 10 (left), the user
sets a very low threshold value inside the brush tip. This gener-
ates an undesired ghost isosurface at the boundary of the brush
tip (isosurface normal is outwards while gradient descent is
inwards) and the system warns the user by making such re-
gions green. The user is encouraged to remove these green
regions by adjusting the threshold values around them. In Fig-
ure 10 (right), there are also non-zero gradient threshold values
around the brush tip. However, in this case, the normal of the
isosurface is almost aligned to the gradient descent; therefore,
the system does not consider it a ghost isosurface. This occurs
whenever the user applies varying thresholds to a continuous
isosurface. The algorithm employed in the proposed method
can distinguish between these two cases.

Figure 10. Left: Isosurface at the brush boundary is identified as a ghost
because the isosurface normal is very different from the gradient descent
direction of the intensity values. Right: Isosurface at the brush bound-
ary is not identified as ghost because the isosurface normal is sufficiently
close to the gradient descent.

RESULTS
We have implemented a prototype system in 64-bit Java using
Jogl, and run it on a laptop PC running 64-bit Windows 8.1
Pro. with Intel Core i7 (3.30GHz) CPU and 32 GB memory.
We have tested the prototype system with various datasets
as shown in Figure 11. It shows the segmentation results
obtained using the proposed method by an author, following
the workflow illustrated in Figure 5. Most results took only
a few minutes, but some complicated ones (a and h) took
several minutes. The most expensive computation is isosurface
extraction (marching cubes) as the user changes the global
threshold using the slider, but it still runs at an interactive
rate even though it is not fully optimized for speed. Painting
operations such as flood fill and brushes are computationally
inexpensive and the computation completes instantly.



101 × 101 × 101      02:42

101 × 101 × 101 01:38
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101 × 101 × 101 03:06

101 × 101 × 101 03:08

180 × 164 × 278     07:13

158 × 125 × 95       05:29

100 × 162 × 133      01:45g)

a)

h)

b)

c)

d)

e)

f)

Figure 11. Volume segmentation results using our system. In each pair, left shows the isosurface before painting (extracted by a global threshold) and the
right shows the isosurface after painting (extracted by the user-defined threshold field). The number below indicates the volume size and the time spent
for each manual segmentation. Data source; a-f: obtained using time-of-flight magnetic resonance angiography (TOF-MRA). g: three-dimensional
rotational angiography (3D-RA). h: computed tomography (CT). a-g show blood vessels inside brain and h shows kidney and liver.



USER STUDY
We conducted a user study to compare the proposed method
to a conventional method to assess effectiveness. We used
commercial state-of-the-art software (Avizo [6]) as the con-
ventional method. We used our prototype implementation
described in the previous section. The goal in this user study
was to measure expert performance. Therefore, we asked the
participants to practice with predefined volume data. We then
asked the participants to work on the main task using the same
data repeatedly. It was expected that this would minimize the
time required for learning and exploration during the test and
allow head-to-head comparison of manual task execution per-
formance. Measuring the time required for exploration would
also be useful; however, we did not undertake that measure-
ment in this study because the variance would be significant,
making it difficult to compare the results quantitatively.

Procedure
The task is to extract blood vessels inside a given volume
data (a scan of a human brain). We used the same volume
data throughout the study and explicitly specified target blood
vessels to be extracted inside the volume data (see Appendix
for the details). The task was intentionally designed to be
simple and straightforward, i.e., it required basic tools, such
as flood fill and lassos. Four volunteers participated in the
study. Table 1 summarizes their profiles. All were experi-
enced neurosurgeons who used the commercial software to
perform segmentation tasks on a daily basis. The study took
approximately 1.5 hours for each participant. First, we de-
scribed the task and explained how to use the two tools using a
practice dataset. We guided the participants as they practiced
using the tools. Then, we provided a different dataset (which
will be used for the main task) and asked the participants to
practice the task five times on their own using the two tools
in turn. We did not provide any advice during this second
practice run; consequently, each participant was free to pur-
sue different strategies. After a short break (10 minutes), the
participants worked on the main task using the two tools in
turn. For each tool, the participants worked on the same task
five times consecutively. The order of using the two tools was
balanced among the participants.

Table 1. Profiles of the participants

ID A B C D
Sex / Age Male / 39 Male / 36 Male / 36 Male / 35

Position Resident Research
Associate

Ph.D Student Ph.D Student

Years of experience
 in medicine

15 13 9 10

Years of experience
 using Avizo

4.4 5.1 1.2 2.8

Figure 12 shows a screenshot of the commercial software with
the dataset employed in the user study for the main task. The
size of the dataset was 101× 101× 101. The participants
primarily used the lasso tool to remove clutter, as shown in
this figure. The right pane shows a data flow diagram that
allows the user to configure the visualization process. The
users used the data flow diagram to specify the process of
duplicating the original volume, applying different thresholds

to each, removing irrelevant segments from each, and finally
merging the volumes.

Figure 12. Screenshot of the commercial software (Avizo)

Results
Figure 13 (left) shows the task completion time. The partic-
ipants completed the task faster using the proposed method
(average 64 seconds) than using the conventional method (150
seconds). Figure 13 (right) shows the number of mouse op-
erations. Again, the proposed method required fewer mouse
operations (average 27) than the conventional method (76
operations). Evaluation of segmentation quality is difficult
because the segmentation results (3D surface models) are all
different (the supplemental material shows the variation). This
is because the instruction only specified the most important
points and details were left to each participant. This mimics
what the neurosurgeons do in practice; because of tight time
constraints, they focus on the most important parts relevant
to diagnosis and planning without paying too much attention
to the remaining parts. We therefore recruited another neu-
rosurgeon to examine the segmentation results and asked for
his opinion. He considered that the observed differences are
not critical and confirmed that all the results have sufficient
quality for clinical purposes.

Task completion time (sec) Number of mouse operations
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Figure 13. User study results (* indicates that a fraction of a required
vessel was missing in the segmentation result.)

Table 2 presents a more detailed statistics. In addition to the
total task completion time, we also measured the time spent
referring to the data flow diagram pane (Figure 12) in the
conventional method. The time spent in the data flow pane



was approximately 30 seconds on average (column Time′);
therefore, the time spent in the main view was approximately
121 seconds, which is still much longer than the time required
using the proposed method. The number of tool operations
(lasso, fill, and brush) is much less with the proposed method
(5.1 vs. 9.6). With the proposed method, most participants
completed the task using only the flood fill tool. However,
two participants also used the lasso and brush occasionally.
The participants used the slider to adjust the threshold more
frequently when using the proposed method (4.4 vs. 2.7). This
is probably because choosing the right threshold is critical for
flood fill to capture the target vessel successfully.

Table 2. User study results (Average of five trials. Time is task comple-
tion time; Mouse is the number of mouse operations, including clicks
and drags; slider is the number of threshold adjustments; lasso, fill, and
brush show the number of respective tool operations.)

ID Time Time' Mouse Slider Lasso Fill Brush
Proposed A 55 21.8 4.6 0 3 0

B 83.4 25.6 4.8 0.2 4.6 1
C 41.6 23.8 4.6 0 4.2 0
D 77.2 36.2 3.4 0.2 3 4

Ave 64.3 26.9 4.4 0.1 3.7 1.3
Conventional A 154.8 21.3 73.6 2.4 11.4

B 148 29.8 77.4 2.4 8.2
C 103.6 33.8 57.8 2.4 6.8
D 197 35.1 94.8 3.6 11.8

Ave 150.9 30.0 75.9 2.7 9.6

We solicited feedback from the participants after completion
of the tasks. They all understood how to use the proposed
method quickly and appreciated its novel workflow, saying
that the method would significantly reduce the time required
for volume segmentation of blood vessels. The participants
used a limited set of tools in the test; however, we did intro-
duce and explain the other tools, such as the eraser tool and
smooth tool, and the participants agreed that these tools would
probably be useful to handle complicated cases. They also
identified various issues with the current implementation. The
primary complaint was the sluggish behavior of the current
unoptimized prototype implemented in Java. However, we
do not see this as a fundamental problem because the pro-
posed method does not require additional costly computation
compared to the conventional method and a more efficient im-
plementation should be possible with a little more engineering
effort.

DISCUSSIONS AND FUTURE WORK
A possible criticism of the proposed approach is that the goal
of medical imaging should be to observe measured data as is.
It is inappropriate to allow the user to sculpt data freely using
design tools. However, we do not think that this criticism
applies to the proposed method because we do not modify the
measured intensity data itself and only modify the threshold
field. Various image filtering methods are commonly applied
to medical images (such as brightness and contrast) to improve
the readability of the data, and the proposed threshold field can
be considered a new form of filtering of volumetric intensity
data. We have discussed this issue intensively with medical
professionals, and they have confirmed that it is acceptable to
use manual threshold painting for clinical purposes provided

the user correctly understands how to interpret the segmen-
tation result. The visualization of ghost isosurfaces (Section
4.2) is an important step toward this goal.

The current toolset is very rudimentary with only a few basic
tools provided. However, the painting metaphor is very power-
ful, and we can further leverage the metaphor by implementing
various other tools seen in image editing software (e.g., Photo-
shop). For example, advanced selection tools such as magic
wand would significantly improve productivity when working
on a complicated structure. In addition, layering would be
necessary to segment volume data that consists of large and
heterogeneous organs.

The current brush tool with a spherical tip is primarily de-
signed to trace tubular structures, and it may not be ideal
for other structures, such as lumps and sheets. However, the
threshold painting itself is a very general concept and should
be applicable to other structures if we develop appropriate
tools. We are considering developing a brush tool with a
circular tip whose normal is always set parallel to the inten-
sity gradient, which may be useful for tracing sheets and the
surface of lumps.

In this work, we have intentionally avoided automatic or semi-
automatic methods to clarify the strengths and limitations of
plain threshold painting. However, our contribution in the
user interface and the data representation is orthogonal to
existing filtering and optimization techniques and can be com-
bined with them to facilitate advanced segmentation processes.
In addition, automatic or semi-automatic computation of the
proposed threshold field may present interesting research op-
portunities, which we plan to explore in future.

CONCLUSION
We have presented an interactive method for volume segmenta-
tion. The main contribution is the introduction of the painting
metaphor for volume segmentation and the threshold field
as an underlying data representation. The target users, i.e.,
neurosurgeons, found the proposed method highly novel and
expressed a strong desire to use it in daily practice. Our
small-scale user study showed that the proposed method can
outperform a conventional method in terms of task completion
time by a factor of two or more. Neurosurgeons regularly
spend many hours in segmentation tasks, and thus our method,
which greatly increases the speed at which this task can be
completed, can make a significant impact to the field.
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Appendix
The following instruction was given to the participants.

1. Right P1 (part of Posterior Cerebral Artery) and right
Posterior Communicating Artery should be thoroughly
depicted.

2. Bilateral Internal Carotid Arteries should be thoroughly
depicted within the range of the dataset.

3. Basilar Artery should be thoroughly depicted.
4. All the signals that are not vascular origin should be

removed.
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